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1. Introduction
This contribution finalizes the description of option 4 of solution #4 for MBMS based V2X captured in TR 23.785 [1].

2. Discussion
2.0
General

During the recent SA2 meetings, different questions arose with respect to the Local MBMS Entity (LME) based V2X approach. In particular, the following questions arose: 
1) Which node allocates the IP address and port number of the MB2-U interface for the LME side: LME or BM-SC?

2) Which node allocates the IP multicast details: LME or MBMS-GW?

3) Where is the Mv interface terminated: in the BM-SC or in the MBMS-GW?

4) Which functionalities are implemented in the LME?

5) How does the LME interwork with existing eMBMS deployments?

6) What are the required changes to the existing eMBMS entities (in order to implement the LME based approach)?

2.1 Allocation of the MB2-Utermination details
Because the user plane is moved to the LME, it seems logical to us that the MB2-U interface termination details on the LME’s side should be done by the LME. This would guarantee better flexibility in the deployment and better scalability due to the limited impact on the BM-SC.

2.2 Allocation of the IP multicast details
Following the principle of TS 23.246 [2], subclause 6.5.3, the IP multicast address should be allocated by the MBMS-GW. In principle, the MBMS-GW may allocate the IP multicast address even for the LME based approach. The other multicast details such as multicast source (SSM) and C-TEID could be configured/allocated by MBMS-GW too. However, in order to allow maximum deployment flexibility, it should be possible also for the LME to allocate such parameters. Therefore, even for the LME based approach the MBMS-GW may allocate the IP multicast details, but if this does not happen, the LME should allocate them.

2.3 Termination of the Mv interface

As a consequence of the considerations of 2.1 and 2.2 above, in our view the most logical approach is to have the new Mv interface terminated in the LME (Local MBMS Entity) and in the MBMS-GW.

2.4 LME functionalities

Of those indicated in TS 23.246 subclauses 5.1.0 and 5.9.1 [2], the LME implements only the following UP functionalities:

· Receive User Data from V2X server over MB-2U
· IP multicast distribution of MBMS user plane data to E-UTRAN (M1 reference point). ;
· Data synchronization (as for the BM-SC in legacy eMBMS mechanisms).
· If used, apply favourable error resilient schemes, e.g. specialized MBMS codecs or Forward Error Correction schemes

· If used, MBMS data encryption.

· Provision of MB2-U termination details (IP address and port number).
· Provision of IP Multicast details (IP Multicast address, multicast source (SSM) and a C-TEID) if this set is not received over the Mv from MBMS-GW
2.5 Required changes and interworking with legacy eMBMS deployments
The LME based approach requires:

· A new entity (the LME);

· A new interface (Mv between LME and MBMS-GW);

· An upgrade of the MBMS-GW and BM-SC to support the new architecture ;
· Additional parameters exchanged between BM-SC and MBMS-GW over SG-mb and between V2x AS and MBMS-GW over MB2-C.
Given the requirements above, for the LME based solution, in order to interwork with already deployed MBMS entities, minor software upgrades are needed in the MBMS-GW and in the BM-SC. No changes in eNB, MCE or MME are required.
Figure 1 below shows the impacts on the existing entities and interfaces necessary to support the LME based option 4 of solution 4.
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Figure 1: Impacts of the LME based V2X solution

3.
 Text Proposal

This contribution cleaned up the details of option 4 for Solution #4 of TR 23.785 for eMBMS based support for V2X services. It is proposed to capture the following text in TR 23.785.

BEGINNING OF CHANGES
6.4
Solution #4: V2X broadcast with Local MBMS Entity (LME)

6.4.1
Functional Description
Solution #4 targets Key Issue #6 (V2X message transmission/reception with eMBMS architecture for V2X) and, in particular, Key Issue #6b (Latency improvements for eMBMS for V2X Service).
The idea of this proposal is to move the user plane related MBMS functions (i.e. user plane functions of BM-SC and MBMS-GW) closer to RAN, which allows the V2X messages to be distributed to target eNBs without traversing the core network nodes, i.e. BM-SC and MBMS-GW. 

The control plane remains at the main MBMS nodes, i.e. BM-SC, MBMS-GW and MME in the core network. 

The possible localized MBMS architecture is shown as below:
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Figure 6.4.1-1: Localized MBMS architecture

The Local MBMS Entity (LME) will host the necessary functions to transmit the data received directly from V2X server to eNB via M1 reference point (e.g., SYNC function, IP multicast distribution function, etc.). An LME may serve 1 or more eNBs.
Since the user plane data (MB2-U as shown in Figure 6.4.1-1) is sent directly to LME from V2X Server. The Sync- function from traditional BM-SC is also carried out by LME. In addition, error resilient schemes e.g. specialized MBMS codecs or Forward Error Correction schemes and charging will also need to carry out by LME if needed. Security function is not expected because V2X security is expected to be done at application layer. MBMS charging if needed can be in LME but the overall charging for V2X is to be studied by SA5.

As compare to the current Rel-13 MBMS setup procedure (see TS 23.246 [4]/ Figure 8b: Session Start procedure for E-UTRAN and UTRAN for EPS), LME reuses the MBMS session setup procedure (signalling path setup with downstream nodes) with SAI list or ECGI list setup as shown in step 1 to 7 of Figure 8b in TS 23.246 [4]. 
NEXT CHANGE
6.4.2.4
BM-SC Initiated Procedure (option 4)

Figure 6.4.2.4-1 below depicts the signalling flow for this option.
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Figure 6.4.2.4-1: Local MBMS data delivery via LME initiated by BM-SC. Green indicates new messages/IEs, while red indicates user plane data.
The following steps are performed.

1.
V2X Server requests a TMGI via MB2-C.

2.
V2X Server initiates Activation MBMS Bearer Request procedure. The message may include an indication of V2X Server preference for local delivery.
3.

The BM-SC initiates 



the MBMS Session Start procedure by indicating the information about the MV termination point on the LME side. 
4. 
The MBMS-GW uses the received Mv termination point information in the MBMS Session Start Request message to communicate with the LME. It may allocate the IP Multimedia details (i.e., IP Multicast address, IP address of the multicast source (SSM), C-TEID) and send them to the LME. The MBMS-GW initiates the Local MBMS Distribution Request procedure, to ask LME to start the Local MBMS distribution.
NOTE:
No special consideration is required for the IP Multicast Address used by LME It is expected that network operator will take care the IP Multicast Addressing scheme used by the network.
5.
The LME accepts the Local MBMS Distribution Request procedure. The LME sends to the MBMS-GW the MB2-U termination details. If not provided by the MBMS-GW, the LME allocates also the IP Multicast details.
6.
The MBMS-GW sends a Session Start Response message to the BM-SC including the LME’s MB2-U termination details.
7.
The MBMS-GW sends a Session Start Request message including the session attributes (TMGI, Flow Identifier, IP Multicast details ...) to the E-UTRAN. 
The E-UTRAN responds with a Session Start Response message.
8.
The eNB joins the IP Multicast group, which is one in the LME.

9.
The BM-SC provides the local MBMS information needed for transmission of V2X message, i.e., the MB2-U Termination details, to V2X Server in the Activate MBMS Bearer Response message.
NOTE:
Step 9 can be triggered right after step 6, nevertheless the MBMS Data (step 10) should arrive at the LME only after Step 8 has been completed (see subclause 8.3.0 of TS 23.246 [4]).
10/11. The V2X Server sends the V2X Data via the MB2-U termination point received in step 9.
6.4.3
Impact on existing entities and interfaces

The LME based approach (option 4) requires:

· A new entity (the LME) including the UP part of the MBMS-GW and of the BM-SC. In particular, of those indicated in TS 23.246 subclauses 5.1.0 and 5.9.1 [4], the LME implements only the following UP functionalities:

-
Receive User Data from V2X server over MB-2U.
-
IP multicast distribution of MBMS user plane data to E-UTRAN (M1 reference point).

-
Data synchronization (as for the BM-SC in legacy eMBMS mechanisms).

-
If used, apply favourable error resilient schemes, e.g. specialized MBMS codecs or Forward Error Correction schemes.
-
If used, MBMS data encryption.

-
Provision of MB2-U termination details (IP address and port number).
-
Provision of IP Multicast details (IP Multicast address, address of multicast source (SSM) and C-TEID) if not received over Mv from the MBMS-GW.
· A new interface (Mv between LME and MBMS-GW).
· An upgrade of the MBMS-GW and BM-SC to support both the existing eMBMS architecture and this variant with V2x.
-
When LME is used, the following user plane functions are NOT needed in the BM-SC:
-
Receive user data from content provider and be able to send MBMS data (function provided by Session and Transmission function). This includes sync and applying favourable error resilient schemes to the MBMS data.
-
Sending MBMS data from the BM-SC Session and Transmission function to the MBMS-GW (function provided by Proxy and Transport Function). 

-
When LME is used, the following user plane functions are not needed in the MBMS-GW:
-
function related to MBMS bearers through the SGi-mb (user plane) reference point.

-
function related to IP multicast distribution of MBMS user plane data to E-UTRAN (M1 reference point)
· Additional parameters exchanged between BM-SC and MBMS-GW over SG-mb and between V2x AS and BM-SC over MB2-C.

6.4.4
Topics for further study
Void.
6.4.5
Conclusions


It is concluded that option 4 of solution 4 meets the requirements for Key Issue #6/6b.
END OF CHANGES
4.
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